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Abstract

An investigation was made into certain methods of reliability anal-
ysis that are particularly suitable for compiex mechanisms, or sSystems,
in which there are many interactions (electrical, chemical, mechanical, etc.).
The methods developed here were intended to assist in the design oflsuch
mechanisms,, especially for analysis of failure sensitivity to parameter
variations and for estimating reliability where extensive and meaningful
!ife-testihg is not feasible. The system is modeled by a network of
interconnected nodgs. Each node is a state or mode of operation, or is
an input or output node,and the branches (interconneﬁtfon paths} are
interactions (in many cases, failure mechanishs). Eéch interaction has
a probability and a time distribution. An interactive matrix is formed,
the rows and co]umns&of which are the nodes. The probability of going
Trom one node to another, and the numbef of m-element paths between the
nodes, is calculated by app]fcation of matrix multiplication and summation,
Conventional failure analyses cannot as easily handle thESeointeraétive
problems. The network, with its probabilistit and time-dependent paths
is also analyzed for reliability and failure nodes by a Monte Carlo,
GERTS computer-simulation of system performance. Applications'of these
methods are made primarily to a high pressure, constrained bellows for
the pump discharge line of a NERVA rocket engine, and secondarily to a

railroad car wheel,
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[. Introduction

NASA's missions require sophisticated equipment of extraordinarily
high reliability. The equipment functions are complex, yet the equip-
ment must be of minimum size and weight, and often must operate in unusual
environments. Since the missions are relatively few in number, expensive,
and may involve human.1ife, equipment failure can be disasterous.

Component or system failure almost always begins with the “failure",
or abnormal state, of a material. This ;bnorma1 state may arise in a
nUmber-of ways: inadequate design (misuse of materié]s), overstréssing
{mechanical thermal, electrical), poorly executed fabrication, or defi-
cient inspection (either in practice or in principle).

Achievement of high reliability, and good estimates of reliability,
depend upon a knowledge of the response of materials to their environ-
ment, especially with respect to the creation of abnormal (undesirable)
states in the materiais. Failure data exist for specific materials in
certain known failure modes, and design studies take these particu1ar
failure states into account, éften in an arbitrary manner.

Many books and articles have been published dealing Qith the estima-
tion of reliability. A common method for determining reliability is to
test the component or system under service conditions in statistically

significant quantities and for a long enough time to accumulate date for
estimating failure rates a% an agreed-upon confidence level, The problem
often is the necessity for lengthy times, and so one usually resorts to
accelerated life tests that are based upon a known or reasonable correlation
‘with normal service conditions. In many cases, however, it is not feasible
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to test significant quantities of the component or systém. Here, then,
one is thrown back to estimation schemes, These cannot be better than

the input data or the ability of the engineer to identify and quantify

the many failure possibilities, The engineer has two general reliability
analysis schemes to help him find a reliability function: fault free
analysis, and failure mode ana?ysis]. In either scheme he will use em-
pirical data and a knowledge of the physics of failure to identify various
failure mechanisms and their dependence on environmental variables. The
critical assumption usually made in these schemes is the independence of
the failures of the component units that make up the system.

The purpose of the present work was to develop a method of reli-
ability analysis which could be app]ied to a complex mechanism in which
there were many electrical, mechanical and chemical interactions. In
particular, the mechanism of Primary interest was a component of the
NERVA nuclear rocket, Traditional mathematical reliability analysis
fails for such an environment because of the complexity of the interactions,
while Tife testing is infeasible. The reliability techniques developed
in this work were intended to assist in the design of such complex mech- |
anisms, especially for sensitivity analysis in the initial design and for
estimating the reliability in the final design, |

These techniques can also lead to both the discovery and quantification
of failure methénisms by an in-depth examination of a specific component and
its interaction with“the environment, emphasis being placed on the materials!
states and behavior with time.

The analysis consists of a thorough examination of the response of the



component materials to fheir environment., Response and environment are
intefpretea in a broad sense. Response is here meant to be an unusual

~or abnormal state of the material. This state may or may not be reversible
or permanent. It need not be a failure state in itself, but it could lead
to "failure" of the material or of another material, or of the component .
Environment is theltotaiity of parameters acting upon the material, and
include those of chemical, mechanical, heat, and nuclear origin. In
certain cases, electric or magnetic fields might also be included,

The examination of response to environment is, therefore, a study |
of material interactions, The interactions will inc]ude feedback and
cyclical effects, processes involving several steps (or mechanisms), and
synergistic processes (i.e., simultaneous interactions producing a response
that is far greater than either 1n£eraction operating alone). Many of the
interactions will be those usually classed as failure mechanisms, that is,
interactions Tleading directly to catastrophic failure, However, other
interactions will lead to more subtle, less direct failure possibilities
involving material changes that, in time, will produce failure. Note that
thé environment itself may be modified by certain material changes; for
example, a change in elastic modulus of one material could alter the
"environment" forces or frequency of forces on another méteria].

As an aid in the examination we will use methods such as GERT,

Monte Carlo simulation for analysis of a network representing the inter-
active mechanisms and failure modes of the component or system, This
network will also help identify less obvious or complicated failure modes

and sequences,



IT. Description of NERVA Component

The reliability techniques investigated in this program were
applied to a possible component of a NERVA engine. This component,
selected by NASA, was.a high pressure, internally restrained bellows
to be used in the pump discharge line. A sketch of the component
-is shown in Fig. 1. The flexibility of the bellows provides far
articulation of the engine with respect to the rocket, and the flow
of Tiguid hydrogen propellant from pump to reactor takes place
through the bellows. Two internal tripods supporting a ball and
socket, respectively, prevent extension of the bellows.

This component must operate in both earth and space environments,
at temperatures of -423°F, and at hydrogen pressures of 1040 psia.
Calculations of the stresses that would occur on this component had
been made by engineers at the Aerujet-General Corporation, Sacramento,
California. It was also known that the hydrogen stream would carry
with it a quantity of particulate matter. A useful operating 1ife of
ten hours was expected intermittently for 60 cycles over about a month,

For the purposes of this investigation a know]edge of the precise

operating stresses and environmental conditions were not necessary.



[11. Analytic Techniques

In devices as complex as a Nerva Rocket components of the system'
can often operate in oﬁe of several states or modes, one or several of
which may effect the reliability of other elements. As an example,
consider a support rib in a group of three which are supporting another
element (Fig. 1). If any one of the ribs should yield, the device
itself does not fail but the new mode of operation (one support rib
having yielded) will now have an effect on the reliability of the
entire device. Ana1yzin§ the reliability of the system by conventional
reliability mathematics is not feasible either in the early stages of
the design or in the latep stages of design {(when more information is
available from the system's performance). In our approach a complete
enumeration was made of all components in the system and their varioqs
modes of operation. WNext all exogenous variables which could affect
the reliability of this system were enumerated? Examples of such
variables\are heat, vibrations, moisture, foreign particles, etc.

After listing the modes of operation and the exogenous variables,

a matrix was constructed which indicated whether any particular mode

of operation could cause some other component and/or itself to operéte

in a new mode at a later time. This matrix is somewhat similar. to the

classical "fault-tree" analysis (fault trees, however, are more graphic
than analytic and do not show possible féedback). This matrix was then
raised to higher and higher powers until the product finally vanished.

The elements of the métrix that is formed from the sum of all of the

product matrices indicate the number of cause-effect paths from any
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other single mode of operation.

In addition, the original matrix also served as the basis for a Monte
Carlo simulation. In the simulation, account was taken of the probabiiity
that any component will change its mode of operation as well as the,t{me it
will take for this change of mode to occur. The similation was carried out
using the GERTS program which was developed for NASA in 1968.2

GERTS is a general simulation program for stochastic networks. The
branches or arcs of the network correspond to activities or processes and
the nodes of the network correspond to the'end of one or a set of activities
and the beginning of other actﬁvities. The reTiabi]ity of a system can be
modeled as a netwqu wherein the interaction (possible failure) mechanisms
are represented as branches, and nodes represent the modes of operation (or
statés) of the system upon the completion of an interaction mechanism. Each
branch is characterized by the probability that the mechanism will be set
into motion and the probability distribution of the length of time until the
mechanism is completed, or has possibly reached a point at which a new mode
of operation occurs. The network contains two specia] nodes: sink nodes
and source nodes. The source nodes represent both the initial state of the
system and the environmental factors which give rise to failure mechanisms.
The sink nodes represent the events of mission success or mission failure.

A more complete and detailed description of GERTS is contained in Appendix A.

Application of Reliability Analysis to NERVA Bellows

As a vehicle for demonstrating the reliability analysis techniques



developed in this research, a constrained bellows for the nuclear rocket
~ was selected (Fig. 1). Table la Tists the components of the mechanism.

: fable 1b Tists various conditions and Table lc lists pertinent exogenous
variabTes. The matrix of componént states and exogenous variables is 59
by 59. A component state represents the combination of a component plus
a condition to give a nede in the graphical network; thus, 2A represents
an inlet support ring in the yielded condition. Table 2a lists the nodes
(row or columns). ATl the matrix elements {interactions) are zero except
those listed in Table 2b.

A simpler version of the bellows was also considered which allows
closer observation of the reliability techniques developed. Figure 2
shows graphically the re]ationéhip between the variables in fhis smaller
system. The relationships between modes of operation and exogenous
variables can be represented by an n x n matrix. If there is a direct
one step cause-effect interaction betwen two variables or modes of

operation a one is shown, otherwise a zero. That is:

a5 j 1 if state i can lead directly in one step to state j.

0 otherwise,
This matrix has the property that when it is raised to the mth power
the elements show the number of paths between i and j containing exactly

m branches. Consider the 4 state system:




1 2 3 4 1 2 3 4

1 o 1 1 o 110 o 1 2

2l 0 0 1 1 | 210 0 0 1
A = Y-

3l o 0o o0 1 310 0 o0 o0

al o 0 0 0 410 0 0 0

0 0 0 1 0 0

a3 - 0 0 0 o0 At - 6 0 0 0

0 0 0 0 0 0 0 0

Thus, there is one 2-branch path between states 1 and 3, one 2- branch path
between states 2 and 4, two 2-branch paths between states 1 and 4 and

oen 3-branch path between states 1 and 4. If we weight the respective
branches by the probabilities that each may be taken we can repeat the
above procedure and will nowhave the probability any given path is com-
pleted. This assumes, of course, that the paths are independent. Figure
3 shows the matrix of relationships for the small system considered. This
maxtrix was raised to the seventh power and all terms vanished. The pro-
duct matrices were surmed and are shown in Fig. 4. From this figure it
can be seen that rib yielding can Tead to inlet support ring crackinglby
three . separate paths. This indicates tﬁatrthere is high possibility of
interaction between the rib yield state and‘the inlet-support ring

crack. The matrices can also be used to examine the lengths of the paths.
Further, a probability for each interaction was insert?d in place of the
original element 0 or 1, and the elements of the product mafrix then gave
the probability of a giVen interaction between two states. In onder to
incorporate the effect of time in the failure analysis a time distribution

was assigned to each interaction.



A Monte Carlo, GERT, simulation was performed on this smaller matrix
and the results of 5000 mission simulations appear in Table 3. Table 3
shows the probability of failure nodes (2C, 17C and 17D) being realized
aiong wffh fhe re]étive time befdre féi]ﬁre. The tiﬁe requifed.fof a
state to change to another state was estimated to be either instantaneous,
intermediate (uniformly distributed between 1 and 5) or long {uniformly
distribued between 5 and 10). These same distributions were subsequently
used in the GERT simulation of the large network. It was assumed that
the Tength of the mission was 10. The probability that a state would change
was assumed to be either ;05 or .005. These estimates were subsequently
used in the GERT simulation of the large network. Based on the above prob-
" abilities and times, the re]iabi]ity‘of the bellows was .9688. Actual data
would need to be gathered experimentally or by physics-of-failure models.
This particular analysis is for illustration only.

The analysis of the small matrix version of the bellows points out
several interesting characteristics of the system reliability. Looking
first at the "Total Matrix," Fig. 4, it can be seen that there is a large
number (32) of paths which can lead to state 2C - inlet support ring
fractured. At the same time it can be seen that there are only 9 paths
which will lead to state 17C - bellows fracture. This would indicate
that the bellows is less likely to fail from a rupture than it is from an
inlet ring fracture. MWhen each branch is weighted by the probability of
the assoctated failure mechanism the probability of an inlet ring fracture
is approximately .001 while the probability of a bellows rupture is .00007.
When the time character of the failure mechanism is introduced and a GERT
. simulation is performed on the same network, the bellows failed 4 times in
5000 simulations due to an inlet ring support fracture and failed 52 times
due to a bellows fracture (see Table 3). Here it may be seen that these

models provide a powerful tool for determining the elements in the system

which are most 1ikely to cause failure of the system.
g



A similar analysis Qas performed on the larger matrix. The results of the
simulation analysis are shown in Table 4. The difference between the
simulation analysis and the matrix analysis is primarily due to incorporation
of the distribution in time for the interaction mechanisms. When the matrix
analysis of the large system was performed (without probabilities) the number
of paths betwen external causes and failures became alarmingly large. It was
not determined whether this was due to a truly large number of paths or to a
topological 1ncons1stency in the network or to a bona fide loop. A loop
could lead to positive feed back and thus to sustained oscillations of the
interactive mechanisms. This is an important part of the matrix analysis :
but the scope of this work did not permit the analysis ﬁf techniqueé for
detecting']oops. IA the GERT sfhu]ation of ﬁﬁe large system it became
_apparent that the system would most likely fail because of a be]]ows rupture
(Table 4). The mechanisms which lead to a bellows rupture were traced in

the simulation and are shown in Table 5. The analysis suggests that pro-

tection of the bellows is an important design consideration.
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IV. Application to Other Problems

A small investigation was made into the application of the concepts
and methods described above to another méchanica] system, A system was
sought which was simple and yet possessed the characteristics of interaction
among system variables and multiple failure modes. The railroad wheel was
chosen because of recent renewed interest in railway safety and because the
complexity of the service conditions of railroad wheels made them an
attractive candidate.

There are numerous reports in the literature of work related to isolated
aspects of railroad wheel service conditions and wheel failures. But there
has been no wofk reported on the effect of combined service conditions on atl
failure modes. Novak and Eck® have calculated’the wheel stresses caused by
Combined simulated thermal and mechanical service loads, Bruner; et al
have reported the effects of design variation and service stresses in railroad
wheels and an analysis of the residyal thermé] and Joading stresses together
With their relation to fatigue damage. A study of the tread temperature
during braking in grade operation has been reported by Cabble>, Measurement
and analysis of the lateral, vertical and contact wheel - rail forces has
been performed by Martin and Hay® and Peterson, Freeman and Wandrisco”, The
information contained in these studies has been useful in our effort to construct
an overall loading - response picture of the wheel,

Since the objective of the study of the wheel was to demonstrate the
applicability of the failure mode analysis described previously to a dif-
ferent mechanical system it was. decided to make the system as simple as possible
without sacrificing the interactive features. To reduce the number of components

in the system the wheel was studied without consideratidn of the axle and the

[}



bearings. The terminology used to describe components and failure modes
wﬁs‘taken.from the Nhee]randiAx]e Manual and the Manual of Standafds and
Recommended Practices of the American Association of Railroads.

Only the surface (and immediate subsurface)‘of the wheel rim was
considered, The interactive matrix describing this system is discussed
below,

The material properties of the wheel that were considered are yield
strength, Brinell Hardness and fatigue limit. The service loading was
attributed to the mechanical loading (carlload, track bed, rocking} and to
the- temperature changes resulting from braking. These service inputs are
then expressed as a stress state which, when combined with material pPro-
perties, produce mechanical effects such as elastic and plastic deformation,
crack growth and wear. The thermal history causés, in addition, annealing
effects which show up in the magnitude of yield stress and hardness;. An
additional effect of the deformation of the wheel is a residual stress field
which must be continuously added to the loading and thermal stresges,

When the radial crack growth resulting from the net circumferential
tension stress exceeds a critical value, the failure state of thermal
cracking is reached. When the plastic flow because of high shear stress
and low yield stress becomes excessive, the failure state of built-up
tread is obtained. And when the subsurface circumferential crack length

exceeds a critical value the failure state of shelled tread is reached,

The interactions of these variables are shown in matrix form in Fig, 5,
The columns are considered to be the causes and the rows to be the effects,

The zero elements of the matrix indicate no interaction and the unitary

12



elements denote an interaction between system variables.
Time did not permit further elaboration of ‘this model; however,
the following paragraphs indicate the approach that would have been taken.
The simulation scheme was to have involved simultaneous equations
in which the matrix elements were coéfficients relating variables (independent).
The coefficiehts may be constant, or functions selected to model the physical

interaction. For example, the fourth row of the matrix indicates:

H = H(T,o)

Many of these functions, such as the relation between Toadiné situations
and the stress in the wheel, would be in tabular form for the computer, The
sourcesof these functions come both from our uﬁderstanding of the specific
interaction and from data'or analysis in the literature.

Computer simulation would then be conducted by programming the'stress
(1oad) and temperature so as to simulate typical service conditions. References
{3)and {7) would have been helpful in this programming. The equations were to
be solved at regular tjme intervals, The values of the [ggrvariabTes obtained
from the first interval solutions would be used as the gglg@g;variab]es for

the second intérval, etc,

13



V. Conclusions

The physical state or mode of operation of a complex system, or
component, having interdependent changes may be modeled by a network
of interconnected nodes. Each node is a state or mode of operation,
or is an input or output node, and the branches (interconnection paths}
are interactions {in many cases, faiyure mechanisms), Fach interaction
has a probability and a time distribution, An interactive matrix may
be formed, the rows and columns of which are the modes. The probabi?ity
of going from one node to ahother may be ta]cu]dted by épp]ication of
matrix mu]tip]fcation. The elements of the matrix which is the sum of
the product matrices are either the number of paths between the nodes
or the probability of occurrence of that interaction. Conventional
failure-mode or fault tree analyses cannot easily handle the inter-
active probiem, whereas the matrix method presented here can do so
quantitatively and easily.

The network, wfth its probabilistic and time-dependent paths, can
also be used for a Monte Car]o; GERTS, computer-simulation of system
performance. " This simulation can produce reliability estimates, can show
the probabilities of the various failure modes, and can show the sensi-
tivity of the reliability and failure modes to changes in probability
and time functions. This last feature is especially valuable when in-
sufficient data is available for some of the interactions.

Although the above methods {matrix multiplication and probabilistic

e



Monte Carlo simulation) are more demanding of know]edgg about materials,
system, and failure-mechanisms than ébnvéntfoné]-ways for éstimating
reliability, the above methods yield more information. lThey also Tead the
engineer into a deeper analysis of the system, which may result in dis-
covery of new failure modes, especially for interactive systems, and'a |

consequent greater reliability,
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TABLE 1a

Components for the Constrained Bellows

WM~ Mg Wiy —

inlet pipe

inlet support ring

rib weld to inlet support ring
rib |

rib weld to socket support
socket support

soCket

ball-socket interface

ball '

ball support

rib weld to ball support

rib

rib weld to outlet support ring
outlet support ring

outlet pipe '

belTows weld to inlet support
bellows

bellows weld to outlet support

17



TABLE 1b

conditions for the Constrained Bellows

A. yield

B. crack

€. fracture (broken)
D. rupture

E. dent

F. gall

G, wear

H. cavitation

I. welded

J. flow obstruction
K. good

L. Toose

18



TABLE ¢

iﬂguts for the Constrained Bellows

19. vibration, external

20, vibration, flow

21, pressure LHo

22, pressure variations LHy

23, temperature

24, temperature variations

25, radiation

26.

27. ma%eria1 microstructure

28. material composition

29. weld defect

30. improper assembly

31. projectile, internal (large and smal])
32, projectile, externa]
33,  wvacuum

34, air

35, moisture

36. normal operating stresses
37. angulation

38. abnormal stresses
39. starting shock

40, stopping shock

19



TABLE 2A
Nodes {Row & Columns) Of Large Matrix

DESCRIPTION

Vibration External

Vibration - Flow

Pressure LHZ

Pressure Var. LHZ

Temperature Var.

Improper Assembly

Projectile, Internal

Projectile, External

Angulation

Abnormal Stress

Starting Shock

Stopping Shock

Cavitation

Inlet Support Ring: Yielded

Inlet Support Ring: Cracked .
Inlet Support Ring: Fractured (failure)
Inlet Support Ring: Dented

Inlet Support Ring: Flow Obstruction
Inlet Support Ring: Good

Rib Weld: Yielded

Rib Weld: Cracked

Rib Weld: Fractured

Rib Weld: Good

Rib: Yielded

Rib: Cracked

Rib: Fractured

Rib: Cavitation

Rib: Good

Rib: Loose

Rib Weld to Support Ring: Yielded
Rib Weld to Support Ring: Cracked
Rib Weld to Support Ring: Fractured
Rib Weld to Support Ring: Good
Socket Support: Yielded

Socket Support: Cracked

Socket Support: Fractured

Socket Support: Cavitation

Socket Support: Good

Socket: Yielded

Socket: Cracked

Socket: Fractured

Socket: Galled

Socket: Wear

Socket: Good

Socket: Loose

Ball-Socket Interface: Welded (failure)
Ball-Socket Interface: Good

20



NODE

164
16B
16C
16K
17A
17B
17C
17D
17E
174
17K

TABLE 2A (Continued)

DESCRIPTION

Bellows Weld: Yielded

Bellows Weld: Cracked

Bellows Weld: Fractured (failure)
Bellows Weld: Good

Bellows:
Bellows:
Bellows:
Bellows:
Bellows:
Bellows:
Bellows:

Yielded

Cracked

Fractured (failure)
Ruptured (failure)
Dented

Flow Obstructed
Good

21



TABLE 2B

Probability Of Occurrence And Time Distribution
Of Nonzero Elements Of Large Matrix

START END PROBABILITY TIME FOR*

NODE NODE OF OCCURRENCE OCCURRENCE
23 2A .005 1
32 2 005 ]
33 2A .005 ]
39 2 .005 1
3¢ oA .005 3
4c 27 .005 3
4H 2h .005 3
4L 28 .005 3
5C 2A .005 3
6C 2A .005 3
81 2A .005 1
20 2B | .005 2
21 28 .005 2
22 2B .005 g
23 2B .005 ]
25 2B .005 2
32 2B .005 ]
33 2B © 005 1
39 S .005 1
40 2B .005 1
41 2B .005 1
2A 2B .050 1
2F 2B .050 1
2] 2B .005 1
3A 2B .005 1
3¢ 2B .005 1
aA 28 .005 1
4c 2B .005 1
4H 2B - .005 1
aL 2B .005 1
5¢ 2B .005 1
81 2B .005 1
28 o . .050 2
32 2E .005 1
33 2F .005 1
32 2] .005 ]
33 2J .005 1

]

2E 2J .005

* 1 implies instantaneous
~ 2 implies between 0 and 5
3 implies between 0 and 10

22



TABLE 2B {Continued)

START  END PROBABILITY TIME FOR*
NODE NODE OF OCCURRENCE OCCURRENCE
22 3A - 005 ]
23 3 .005 1
32 3A .005 1
39 3A .005 1
40 3A .005 1
41 3A ~ 005 1
4¢ 38 .005 3
aH 3A .005 3
4L 3A .005 3
5¢ 3A .005 3
6C 3A .005 3
81 - 3A .005 1
20 3B .005 2
21 3B .005 2
22 3B .005 1
23 3B .005 1
25 38 .005 2
32 3B .005 1
39 3B .005 1
40 3B .005 1
41 3B .005 1
42 38 .005 2
2A 3B . .050 1
2E 3B .050 1
. 2J 3B .005 1
3A 3B .005 1
A 3B .005 1
4¢ 38 .005 1
a4 3B .005 1
4L 3B 005 1
81 3B .005 1
3B 3¢ 050 2
22 aA .005 1
23 4A © 005 1
31 aA .005 1
32 LY ~.005 1
39 aA .005 ]
40 4A .005 1
M W .005 )
42 4A .005 !
2J 4A .005 1
3¢ aA .500 1
ac A .500 1
aH 4A .050 ]
aL 4A .500 1
5¢ 45 .500 1
6C aA .500 1
81 4A " .005 1
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TABLE 2B (Continued)

PROBABILITY
OF OCCURRENCE

.050
.005
.500
.500
.500
.005
.005
.005
.005
.005
.005
.005
.005
.005
.500
.050
.500
.ha0
.500
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.050
-005
.050
.050
.500
.050
.500
.050
.005
.050
.005
.005
.005
.005
.005
.005
.005
.005

24
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TABLE 2B (Continued)

START END PROBABILITY ~ TIME FOR*
NODE NODE OF OCCURRENCE OCCURRENGE
20 8 005 2
21 48 .005 2
22 4B .005 2
23 4B .005 2
25 4B .005 2
32 a8 .005 1
39 4B .005 1
40 48 .005 1
47 4B .005, 1
42 4B .005 2
24 4B .005 2
3C 48 .050 1
8A a8 .050 1
ac 48 .050 1
aH 4B .005 1
aL 4B 050 1
5. 4B .050 ]
81 48 .005 1
20 68 - .005 2
21 6B .005 2
22 6B .005 1
23 6B .005 N
25 68 .005 2
31 6B .005 ]
32 6B .005 1
39 6B .005 1
40 6B .005 ]
41 6B .005° 1
42 6B .005 2
6A 6B .050 1
81 68 .005 1
6B 6C .050 2
31 6H .005 1
Mo 6H .500 1
6C 6H .050 1
22 7A .005 1
23 7A .005 1
3 A .005 1
32 7A .005 1
39 7A .005 1
40 7A .005 1
41 7A .005 1
81 7A .005 1
20 78 .005 2
21 7B .005 2
22 . 718 .005 1
23 78 .005 1
25 78 .005 2
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TABLE 2B (Continued)

START END PROBABILITY TIME FOR*

NODE NODE OF OCCURRENCE OCCURRENCE

31 ' 7B - .005 1
32 7B .005 1
39 78 .005 1
41 7B -005. ]
42 7B .005 2
6A 78 .050 1
7A 7B ) -050 1
81 7B .005 1
/8 7C .050 - 2
32 7F .005 3
38 7F .005 3
40 7F .005 1
4 7F .005 ]
3C 7F -050 3
4c 7F .050 3
4H ' 7F 050 3
4L 7F : .050 3
5C 7F .050 3
7A 7F .050 3
78 7F .050° 3
¢ 7F .050 3
/G 7F 050 - 3
32 7G .005 3
38 7G .005 3
40 7G ‘ .005 1
41 7G .005 1
3C 7G .050 3
4c 7G .050 3
aH 76 .050 3
4L 7G .050 3
8C 7G .050 3
7A 7G .050 3
7B 7G < .050 3
7C 76 .050 3
32 81 ' .005 1
7F 81 _ .050 3
32 16A .005 1
33 : 16A .005 1
39 16A .005 1
40 16A .005 1
4] 16A .005 ]
2A 16A .005 1
2E 16A .005 1
2J 16A : .005 1
20 16B .005 2
21 168 .005 2
22 16B .005 ]
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END
NODE

168
168
168
16B
168
168
16B
16B
16B
168
168
16B
16C
17A
17A
17A
17A
178
17A
177
17A
17A
17A
17A
17B
17B
178
178
178
178
17B
178
178
17B
178
178
17B
178
17C
17D
17D
17D
17D
17D
17E
17E
17
17

TABLE 2B (Continued)

PROBABILITY
OF OCCURRENCE

.005
.005
.005
.005
.005
.005
.005
.005
.050
.050
.005
.050
.050
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.005
.050
.050
.050
.050
.005
.005
.005
. 050
. 050
.005
.005
.050
.050
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TABLE 2B (Continued)

PROBABILITY
QF OCCURRENCE

005
.050
.050
.005
.005
.500
.500
.500
.500
.500
.500
.500
.050
.050
.005
.050
.050
.050
.005
.005
.050
.500
.500
.500
.050
.500
.500

28

TIME FOR*
OCCURRENCE
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Table 3
-Results of 5000 GERTS Mission Simulations

Using Small Matrix for Constraihed Bellows

Failure Failure . Mean Time Standard - - Min. Max.
Node Prob. to Rode deviation time time
2C .0008 3.4759 15.037 1.38 4,627
17¢C .0200 2.278 | 3.1049 0 9.9056

17D - .0104 0.0 _ 0 0 0

29
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Table 4

Results of 1000 Mission GERT Simutations Using Large Matrix for Constrained Bellows,

Mean -

Time to 5td. Min, Max.,
Node ‘ Prob. Node Dev, Time Time
Inlet Ring Fract. .002 4.4 - 3.8 1.7 7.1
Ball-Socket Interface Weld. No values recorded.
Bellows Weld Fracture No values recorded.
Bellows Fracture .001 5.4 0 5.4 5.4
Bellows Rupture .008 0 ~ 0 0 0
Success 989 - 10.0 0 10.0 10.0

Time-= 10 = Succeés



Table 5

. Nodes (States) Leading to-Bellows Rupture (17D, Node 67) -

Node # - Item Description Iltem # Freq.*
5 LH2 Press. Var. 23 16
14 Proj.-Int. 2 2
15 Proj.-Ext. 33 1000 (source)
39 Rib-displaced + 1 | M1 13

41 Rib-Toose + I T 0
*from 1000 simulations GERT run.
Possible conclusions:

(1) shield bellows

(2) examine more closely the possibilities for LHZ pressure variations
and rib displacements.
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Fig. 1. Sketch of high pressure constrained bellows.
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ENVIRONMENT ENVIRONMENT ENVIRONMENT

Support (2A Bellows (|7A
Ring Yield Yield
Support i ENVIRONMENT 'ENVIRONMENT
Ring C Bellows
o ing Cra 2 l@; Crack @
ENVIRONMENT
Support ENVIRONMENT ENVIRONMENT

Ring
Fractures (2C ‘
- Fracture fail Bellows

ENVIRONMENT fail Fracture  fail

ENVIRONMENT

Bellows
Rupture

~ fail

Fig. 2. Abbreviated version of constrained
bellows graphical node network.
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CAUSES

Vibration-Ext.
Pressure Yar.
Projectile-Int.
Starting Shock

Inlet Sup.Ring Yield

Inlet Sup. Ring Crack

Inlet Sup. Ring Fract.

Rib Yield
Rib Crack
Rib Fract.
Beilows Yield
Bellows Crack
Bellows Fract.
Bellows Rupt,

Success

-

Small Interactive Matrix for Constrained Bellows.

SMALL MATRIX (ORIGINAL)

34

EFFECTS
S
SRS g I)@R T2 EREEREEZ
2000 000 0 (T70 0 170 0 7 0 0§ 7
2300 00 0 o 141 le 1 1 o 1 1 0 1. 0
3]0 10 0 0 1 {10 1 1 0 1 1 0 1 ¢
4010 0 0 0 o [T fo 1 1 0 1 1 0 o o
2Rl 0 (0 0 0 0 (Y0 O 0 0 0 0 O 0 ¢
8|0 [0 o 0 001 0 0 0 0 0 0 0O ¢
200 10 G 0 0100 O C 0 0 O O 0 0
4810 0 0 0 0 {1 fo-0 1 0 0 0 0 0 0
4810 [0 0 0 00 {0 0 0 1 0 0 0 0 o0
410 10 0 0 1 {140 0 0 O 0 0 0 0 0
17440 Jo 0o 0 0 0o fo 0 0 0 0 1 0 0 o
1780 (6 0 0 0 {00 0 0 0 0 0 1 o0
1710 {0 0 0 0 (010 0 0 0 0 o o
1700 [0 0 0 0 00 0 0 0 0 0 0 0 o
S 6 0 0 0 {00 0 0 0 0 0 0 0 0
1 12
Figure 3



"TOTAL" SMALL MATRIX

6

each é]ehent = zi corresponding element of (smé]] matrix)"
n=
£ =0
CAUSES n=7 EFFECTS

LISV SRIERRE,

Vibration-Ext. 20 00 0 0 33017101101
Pressure Var. | 23 00003 7712212210
Projectile-Int. 32 000037 712212210
Starting Shock | - {0 00026612 2122200
Inlet Sup. Ring Yield | 24 | 0 0 0 0 0 1 1 00 0 0 0 0 0 0
Inlet Sup. Ring Crack | 2B | 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Inlet Sup. Ring Fract. | 2. | 0 0 0 0 0°0 O 00 0 0 0 O 0 0
~ Rib Yield 4A 0001330110000 0
Rib Crack 48 6 00071 2200710000 0
Rib Fract. 4 | 0 0 0012200000000
Bellows Yield 7A 0000 O0O0O0O0OO0O0OOT1 1 00
Bellows Crack -} 17B 000 O0ODO0OO0OO OO 0 01 00
Bellows Fract. 17¢ 0 00 0O0O0O0O0CO0OO0O0CO0 0 0
Bellows Rupt. 17D [ 0 0 0 00O COOOOOOO0 00
Success s |oo0oo0o0o0 o0 00000O0O0O0CO

32 9 2
Figure 4

Summation of product matrices for small matrix (Figure 3) of constrained bellows
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"AppEndix A(z)

L " ABSTRACT -

-

Thise report describea the procedures for using a digital computer program
for simulating GERT networka. New and advanced GERT concepts are introduced.

The simulation Program can accommodate GERT networks which have logical
operations assoclated with the input side_of a node ahd branching opgrations
associated with the output side of a node. Logical operations associated
with a node are defined in/terms of the number of realizations of activities
incident to the node that must occur before the node can be realized. A
similar quantity is required for realizing the node after'its first realiéation.
The branching operation asaociated with a node is either DETERHINISTIC (a11
branches are teken that emanate from the node) or PROBABILISTIC (a selection
of one of the branches emanating from the node 1s taken when the node is
realized).

Branches of a GERT network are deacribed in terms of a probability that
the branch is realized' a2 time to perform the activity represented by the
'branch; a coynt designation and an actiﬁit& number. The timelassociated with
a branch can bera fandom variable. The count designator identifies a count
set for which a counter Ls indexed every time the branch is realized. The
activity number identifies nodes that are affected by the realization of the
branch., Through activity numbers, a network can be modified during the
simulation of the network.

GERT networks having the above chéracteristics are simulated by a program -
labeled GERTS III. GERTS III is a fundamental package and as ;uch provides
the foundation for building advanced network simulation programs. 1In this
report GERTS III has been extended’in three directions. First, a queue node
capability was added resulting in ihe GERTS IIIQ program. Then cost informa-

tion was added to obtain GERTS IIIC. The third extension involved the
1 i ’



inclusion of resource requirements for each activity and limited resources
to parform the project. The simulation packsge to study resource allocation

has been labeled CERTS IIIR.
Exsmplae of the use of GERTS III, GERTS IT1Q, GERTS IIIC, and GERTS

ITIR are presented in the report. The GERTS III programs are written in
FORTRAN IY. The program has been exercised on the IBM 360/65 system. ' GERT

natvorks with up toll.UOO nodes can be analyzed.

14
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THE. GERT SIMULATION PROGRAMS:

GERTS III; GERTS I1IQ; GERTS ITIC; and GERTS ILIR

INTRODUCTION

The CERT simulation program is a general purpose program for simulat-
ing networks. The program is written in FORTRAN IV. The input to the |
program is a description of the network in terms of its nodes and branches
along with control information for setting up the simulation conditions.
Applications of earlier GERT simulation programs E?,S,b] resulted in the
need for new network concepts and additional capability. This need has
been satisfied with the completion of the GERT Simulation Program III
hereafter referred to as GERTS III.

The following 1ist describes the features in GERTS III.

1, Branches that are characterized by:

a. A probability of being included in the network;

B. A time required to complete the activity represented
by the branch. The time 1s specified by defining a
parameter set number and a distribution type;

€. A counter type to identify the branch as belonging
to a particular group of branches; and

d. An acfivity number,
2, Nodes that are characterized by:
a. The number of releases required to realize the node

for the first time;

b. The number of releases required to realize the node
after the first time;

¢. The removal of events that are scheduled to release
the node;

d. The method for scheduling the activities emanating
from the node (DETERMINISTIC or PROBABILISTIC); and

e. The statistical quantities to be estimated for the
node. ‘



3. - Modification of the network based on the occurrence of
end of activity events during the simulation of the net-
work. o : ‘

4. AN wmethod Tor traclng a set of simulation runs.

S.  Automatic printout of the descriﬁfloﬁ of the network and
the Iinal results. '

During che.research leading to GERTS III, the following concepts were

explored:

1) nodes that provided a storage or queue capability - a Q-node;
2) costs associated with the‘performahce'of activities; and

3) activities that required resocurces.

It was found that GERTS III could be modified to allow the simulation of
networks that involved these concepts and implementation proceeded on a
limited scale. It was felt that sepafate programs should be maintained for
these new concepts but that each should contain the basic GERT simulation

- program, GERTS TII. The results of the exploratory research are: 1) GFRTS
I1IQ, a GERT network simulation program that includes Q-nodes; 2) GERTS
IIIC, a GERT network simulation program that collects cost statistics; and
3) GERTS IIIR, a GERT network simulation program that involves resource
allocation decisions.

The main purpose of this report is to describe the procedure for using

GERTS 111, GERTS I1IQ, GERTS IIIC, and GERTS IIIR. Since mﬁny new concepts
assoclated with GERT havé been.developed it i{s necessary to describe these

before proceeding with examples illustrating the use of the new programs.

OVERALL PROGRAM OPERATION

The GERTS III program performs a simulation of a network by advancing
time from event to event. In simulation parlance this is termed a next
event simulation. The events associated with a simulation of a GERT net-

work are:



(1) Start of the simulation; (2) End of an activity; and (3) Comple-
tion of a simulation run of the network. Since GERTS III is a FORTRAN IV
pProgram the operating procedure is the standard FORTRAN operating procedure.
Many concepts of GERTS I1I were adopted from GASP 1IA {10].

The start event causes all source nodes to be realized and schedules
the activities emanating from the source nodes according to the output type
of the source node. The ocutput type for all nodes is either DETERMINISTIC
or PROBABILISTIC. In the former case, all activities emanating from the
node are scheduled and in the latter case, only one of the actiﬁities
emanating from the node is écheduled. By scheduling an activity is meant
that an event "end of activity” is caused to occur at gome futuré point in
time. The simulation proceeds from event to event until‘the conditions
which indicate that the simulation of the network is completed are obtained.
The above process is then repeated for a specified number of simulations of
the network.

As part of the input data, the number. of releases required to realize
a node is specified. Each time an end of activity event occurs, the number
of releases for the end node of tha£ activity {s decreased by one. When
the number of releases remaining is zero, the node is realized. At this
time the numbgr of relesses 1s set equal to the number of releases required
to realize the node after the first time, and.the activities emanating from
the node are scheduled, Again, the number of activities scheduled depends
on the output type for the node.

For each activity scheduled, an end of activity event is put in a file
containing all events in chronological order. The end of activity events
are removed from the event file one at a time and at each removal instant,

a8 test is performed to determine if a node 1is realized. If a node is not



realized, the next event is removed from the event file. If a node is
realized, activities from that node are scheduled and the simulation is
continued. The simulation ends when a prescribed number of sink nodes havc
#eénrréalized. As parf of the inpuﬁ daté, the number of source nodes, sink
nodes and nodes on which statistics are collected as well as their node
numbers and the number of nodes required to realize the network are defined.
The above process describes one simulation of a netwo;k. The program
is written to allow multiple simulations to be perfo:med. The number of
simulation runs to be pefformed is part of the input data. The GERT simulation
program automatically initializes the pertinent variables in order that
consecu;ive simulations of the same network can be performed and, if desired,

permits simulations of different networks to be performed consecutively.

GERTS I11 NETWORK CHARACTERISTICS

GERT networks consist of nodes and directed branches. First tonsider
the charac;eristics-that describes a node. The number of releases associated
with a node specifies the numberlof times activities incident to the node
must be realized before the node can be realized. When the number of
releases 1is 1, the input side‘of the node can be thought of as'an OR
operation. If the number of releases equals the number pf.activities incident
to the node, the node can be thought'of an as AND operator. However, it is
permissible to specify the number of releases to be less thaﬁ or greater
than the number of activities incident to the node. For examplg; the numbér
of releases can be 2 whereas the number of activities incident to the node
could be 3. This would represent the case whefe if 2 of the 3 activities
were realized, the node is realized. Alternétively, the number of releases
can be 2 and the number of activities incident tb the node could be 1. This
ﬁould represent the case ﬁhére‘the activity must be realized twice before the node



is realized.

Figure 1 1llustrates the node symbolism for GERTS III.

Probabilistic
Output

Deterministic
Qutput

Aumber of.
Releases

/  Node
“Tlumber

Number of
Releases
to Repeat

Figufe 1. Node Symbolism for GERTS III

In Figure 1 it is seen that the semicircle, :} » on the output side of a
node is used to represent a DETERMINISTIC output, and a lazy V, >, for
a PROBABILISTIC output. Nodes are also characterized by their function in

the network. A GERT analyst can specify a node as:

« A Source Node;

« A Sink Node;

- A Statisticg Node; or
« A Mark Node,

1

2

3

4

Activities emanating from a source node are started at time zero. A

sink node is a node that indicates that the network may be realized when
it is realized.. (NOTE: a sink node many have successor activities,) A
statistics node is one on which statistics are maintained. All sink nodes
are automatically made statistics nodes. A mark node establishes a
reference time and permits the calculation of the time it takes to.go
between two nodes of the network,

For statistics nodes, GERTS'III obtains statistical estimates assoclated

with the time a node is realized. Five types of time statistics are possible:

5



The time of first realization of a node;
The time of_all realizations of .a node;

The time between realizations of a node;

The time interval required to go‘between two
nodes in the network; and ' B '

D. The time delay from first activity completion
on the node until the node 1s realized. :

The nodes on which statistics are to be collected and the type of statistics
desired are part of the description given to a node by the input to GERTS

III. They are not part of the graphical representation.

The branches of GERT networks represent activities and/or information

transfers. The term activity will be used to identify both. Activities

5
emanate from a start node and are incident to an end node. Assoclated with

_actiﬁities are a probability that the activity will be fealized gi#en'its
start node is realized and a time to perform the activity given the activicy

is realized. For GERTS III the time variable is specified by a parameter

get number and a distribution type. The following nine distribution types
are avallable:

i. Constant;
2, Normal;

3. Uniform;
4. FErlang;

5. Lognormﬁl;
6. Poisson;
7. Betaj;

8., Gamma; and

9. Beta fitted to three
parameters as in PERT.

. The parsmeter set number along with the distribution type completely describe
the time variable associated with an activity. Each distribution type
specifies the arrangemgnt‘ofAthe parameters in a parameter set. With GERTS

III, two additidnaljcharacteris;ibs.caﬁ be asgociated with an activity.



These are a counter‘type and an activity number.

The counter type number specifies the counter to be increased by 1 every
time the activity is realized. The number of counter types permitted is
limited to 4*. Any number of activities may be associated with a counter
type.**  Statistics are automatically kept on the counter types. At the end
of all simulation rums, the average and standard devia;ion of the number of
times & counter type was realized prior to the realization of each node for
which statistics are collected is determined and printed. In addition, the
minimum and maximum number of times activities having the specified counter
type were realized during a simulation 1is printed. Sincé the number of counts -
is always referenced to the realization of 2 node, the numﬁer of counts
occurring prior to the realization of s node may be different in different
simulation runs due to the sequence in which the nodes are realized.

Activity numbers are given to activities to permit network modifications
based on the realization of the activity. Specification of an activity number
does not automatically indicate that the network will be modified, However,
only activities with activity numbers can cause the network to be modified.
Network modification involves the replacing of a node by another node on the
output side only,.*** Thus when a node is realized, the activities to be.
started Hepand on the modifications that have taken place. For example if
node 8 replaces node 5 then when node 5 18 realized the act;vities emanating
from node 8 are scheduled to start. A node may be changed manyliimes before

it 1s actually realized.

* Changes in the dimensions of two arrays can be made to increase this value.

**  Activities incident to nodes on which delay statistics are collected or
to Q-nodes may not have counter types associated with them.

**%  The program can be modified to change the input side of a node also, {9, p.
57]. This involves decisions on the part of the user as to the number
of releages remaining on the input side. Ref. [6] contains an example in
which the input side of a node was modified,

7



The activity number causing the network modification along with all the
nodes to be replaced, and the nodes to be inserted, are specified by the
user. The method for incorporating network modifications is described lat.v

in the program operating procédure section. Figure 2 1ilustrgtes the branch

- and node modification notation that will be used throughout this report.

Modifications will be shown by a dashed branch with the activity number
attached in a square. The modification in Figure 2 is read “the output of

ncde 2 is replaced by node 4 when activity 1 is realized".

(p ':tp.o_tu_:(.‘:a)

(1.0;2,1,0,1) -

LEZEND

» = probability of realization Node A is replacad
tp= parameter set for time by node B when

ty= distribution type ¢ ] activity with

‘ ~ activity number 1
counter type Ie is realized.
activity number : _ \3 o :

2 O
nhn

{

Figure 2. Illustration of Branch Descriptors and
Network Modification Symbolism.

As an illustration of these new characteristics, consider the network of

Figure 3.



Figure 3. Nertwork Containing Information Branches
in Addition to Activities.

This network represents the changing of the network structure whem the
self-loop about node 2 is taken three times and is accomplished in thé
following manner. The output of node 3 is DETEKHIHISTIC &80 that every

time node 3 13 realized both branches emanating from node 3 are taken.

The branch from node 3 to node 4 ig used to-count the number of times

node 3 is realized. Node 4 is only realized when the brancﬁ incident to
1t ig realized three times {of course, this corresponds to three traversals
of the self-loop). When node 4 ig realized,'the activity labeled activity
number 1 (a 1 on the network in this case) causes node ? to be replaced

by node 7; and the objective of changing the network is achieved.* 0f

significant importance in the above network is the incorporation on the

network of branches representing activities and branches representing

* Care is required here to ensure that the branch from node 4 to node 5 is
realized prior to the realizgtion of the branch from node 3 to node 2.
If a zero time ig assoclated with both branches, normal operation would -
have the branch from node 3 to node 2 realized first since it was scheduled
firse. By assigning a small negative time (-.000001) to branch from node
4 to node 5, the desired ordering can be obtained.
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information transfers., The inclusion of different types of branches within
a GERT network expands the network modeling capability within the GERT frame-

- work.

Input tolGERTS 111 and Limitations
The input requirements for GERTS III consist of at most 7 different types
of data cards. These seven cards describe the network and the control infor-
mation for performiﬁg the simulafion. A general description of each card is
provided below. 1In Appendix A, a compléte-description for each field of

each Data Card type is presented.

Data Card General Descriptioﬁ
Type

1 Identification Information, number of times simulation is to
be performed and an initial random number seed (1 card).

2 General node, counter and network modification data (1 card).

k] Description of each node (1 card for each node).

4 ~ Parameters of time variables associated with activit1eq (1
card for each parameter set),
Description of each activity (1 card for each activitv).

6 - Network modifications desired (1 card for each activity that
modifies network. If none, no Data Card Type 6 is required).

7 Run numbers to be traced (1 card only if tracing is requested

by using a negative project number).

The dimensions of the GERTS III program have been set to allow for a
maximum of 999 nodus, 999 activities, 4 counter types, collections of statis-

tics on 100/(number of counter types + 1) nodes, and 300 parameter séts.

Examples of GERTS II1I
In previous reports examples were given that illustrated the use of the
GERT Simulation Program to model to:

1, The modification of a project based on elapsed time [9],

2. The modification of a network based on the realization of
the first of two activities [9];

3. The starting of a phase of a project based on progress to
date [9]; .

10



4. Multiple modifications of a node during one realization of
a network [9];

5. The Planning R & D Projects [3];

b. An advertising promotiom in studying consumer brand choice
[4]; and

7. A manufacturing process [11].
During the past year, the GERTS program has been used to analvze segments
i a University [1], ; product development problem for a large computer
manufacturer, the R & D program for a weapons system and maintenancs and
checkout operations.
In t*is report, two examples are presented that demonstrate the new
concepts included in GERTS III. The examples are:

1. Illustration of the features of GERTS II1; and
2. Analysis and sequencing of space experiments.

Example 1. TIllustration of the Features of GERTS II1,

Figure 4 shows the network to be analyzed in Example 1. The source node
for the network is node 2 and the sink node is node 12. From node 2 three
activities emanate which are performéd simultaneously; ‘ThéSe activities
cause nodes 3, 4, and 5 to be realized. The activities emanating from
nodes 3, 4, and 5 are ail incident to node 6. The number of releases required
to realize node 6 is three, therefore node 6 will only be realized when all
three activities incident to node 6 are realized. For this example, we
desire to obtain statistics on the time delay between the completion of the
first activity incideat to node § and the time node 6 is realized. To
oBtain these statistics, node 6 18 defined as a statistics node with delay
statistics (code D) desired.

It is also degired to collect statistics on the time required to go from
node 7 to node 11. To accomplish this node 7 is defined as a mark node

{node type 4) and node 11 1s defined as a statistics node with the statistics
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calculated on an lnterval Easis (code 1). The statistical quantities collece-
ed at mode 11 will be che interval of time from the reslization of node 7 (o
the vealization of mode 1. 1f alternative pathe exlated between pode 7 and
11, the imterval node would collect statistics on the time required to
traverse the separate paths, This will be further illustrated in Example 3.

Node 8§ has a probsbilistic output side so that either activity emanating
from ncde 8 cem be taken. For those situations where the feedback path is
 taken, it is desired to determinme the time required to traverse'the feedback
path. This 1s accomplished by making node B a statistics tode with statistics
colleceed on time B@&ween realization of node 8 (code B). Nodes 9 and 10
were glso defined se statistlcs nodes. For node 9 statistics are collected
on 1ts first realizations (code F) snd for node 10 statistics ave collected
on all realizatioms (code A). Thus, this example includes all the types of
statistical calculations that can be included within the GERTS III program.
Since node 12 ig & sink node, stetistics will automatically be collected on
itc. TFor this example, u:&tﬁaﬁﬁ@s on the first realization of node 12 were
specilfied. 1f the type of statistics desired is not specified by the input
iﬁfﬁf@@tioan the GERTS ITL progrom assumes thé&.gtatigﬁics on first realization
are desived, i.e., the defaule conditiom 1s first reamlization.

flao included in cthis exawple is the network modification feature and
the otopping of am activity in progress. If the top activity (activiey 1)
£rom m@d@|9 to node 10 is realized first then node 10 is replaced by node
13%, 1f ¢he bottom &c@ivit§ {activity number 2) is realized first then node

10 vemaine im the wetwork. If node 10 had been replaced by node 13 then

JPV.

%  For nodes on feedback parhs, the input and output sides are rewversed.
However, the aumber of realizations to cause the node to be realized for
the first tlue 18 still indiceted by the top mumber.

13



nodé 10 is reinstated into the network. The network modification is
implemented by assigning activity numbers to the branches hetween node 9
and node 10. When either of these activities.aré completed, the network
modification is implemented and the other activity is stopped since node 10
has an "R" assigned to 1t. The removal of scheduled activities incident
to a node applies to all realizations of the node.

A listing of the ihput cards for this example is sthn in Figure 5. .The
description of the network that is printed by the GERTS III program is
‘shown in Figures 6 and 7. Figure 8 presents a trace of a simulation run
fof this network. We will use this trace to describe the operating pro-
cédure of the GERTS III program in simuléting the network shown in Figure 14.

The simulation begins by scheduling end of activity completion events
from each source node. For Example 1, the source node is node 2 and end
of activity events are scheduled for the activitiés from node 2 to npde
.3, node 2 to node 4, and node 2 to nodeAS. To obtain the time for each of
these events, samples are drawn from: 1) a normal distribution using para-
meﬁer set 1, 2) the Erlang distribution using parameter set 2, and 3) the uni-
form distribution using parameter set 3.

The trace of the simulation starts with the first end of activity event.
This 1s seen to be the activity that is incident to node 5 and the event
occurs at time 1.88. Since node 5 had its number of releases equal to 1,
node 5 is realized and the activity from node 5 to node 6 can be initiated.
An end of activity event for this activity is then scheduled by the program.
At time 4.31, the activity on node 4 is completed as shown by the second line
in the trace of Figure 8. At time 7.88 the activity from node 5 to node 6
was completed and we have the first activity incident to node 6 being com-

pleted. (To determine from the trace that this was the activity from node 5

14
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. GERT STMULATION PROJECT -1 BY ALL FEATURES

DATE S/ 20/ 1970
*#ENETWORK DESCRIPTION®=
NUDE CHARACTERISTICS

HIGHEST NNOE NUMRER IS 13
NUMRER F SOURCE NUDES IS 1

NUNBER' GF SINK NUODES 1S 1

NUMBER OF NUUES TO REALIZE THE NETWORK IS 1
STATESTICS COLLECYED- N 6 NDODES

MUMBER NF PARAMETER SETS IS 11

INITIAL RANDOM NUMRER 1S 1267 0.0

NUMBER NUMBER OF RELEASES UurePur REMOVAL OESIRED
RELEASES FOR REPEAY TYPE AT REALIZATION

1
T gt gt gkt Pt Pt s ) e B D

1)

9999
1
1
1
9999
-1
3
1
1
9999 -
99499
1

COQO0ODYLOoOoOoDOoOo

F

SOURCE NODE NUMBERS

2

STNK NODE NUMBERS
12

STATISTICS COLLECTED ALSO ON NUDES
& 11 10 9 8

Figure 6. Eche Check for Example 1
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SHACT IV TY PARAMETERS*»®

PARANETER PARANETERS
RURBER 1 2 3 4
i lu.on Je0 100. 0000 U 1000
4 2.0009 0.0 10U, 0000 . 2.0000
3 3.0040 0.0 % 0000 0.5000
& %0000 0.0 100.0000 1.0300
5 5.0000 0.0 100.0000 Q.0
& 6. 0000 0.0 100.0000 0.0
7 0.6425 ~5.0000 540000 1.4920
] B.00u0 0.0 100.9999 06000
.9 3.0000 240000 50000 V.0
10 0.0 Q.0 Q0.0 .. 0.0
EY:! 1.3%80 0.0 100.0090 G.2180

YVACTIVIVY DESCRIPTIUN=%

5TART ND PARAMETER DISTAIBUTVION GOUNT ACTIVITY . PROBABILITY '
NODE MODE NUMBER TYPE TYPE NUMBER

2 3 11 2 o 0 1.0000

3 o 2 i 0 0 1.0000

7 5 3 3 0 o 1.2900

3 & 4 4 -100Q 0 1.9000

% b 5 ] =1900 0 1.9099

% 6 & H =-1000 L¢) 1.9090

& 7 11 5 0 Q 1.20cCC

7 e & 1 0o g 1.30vi

& 9 9 9 o 0 GC.6C0UD

a i1 7 8 v L] 0,400

@ 10 3 7 o 1 1.0000

e i0 9 3 0 2 1.2000

10 ] 10 1 o ¢ 1.000C  —
it |4 1 2 o 0 1.3000

L2 8 1 l 1 Q 1.0u00

FENETWORK MOOIFICATIONS %
2CVIVITY MODF FILk NODE FILE NUDE FILE NODE FILE HUDE FILE NODE FILE NODE FILE NODE FILE NOOE

1 10 12
2 1% ig

Figuze 7. Further Echo Check for Example 1
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Figure 8. Tracing of Activity Completions for the Simulation of the Network in Example 1}
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to nade 6, the @t&éibutes of the activity are examined). Since node 6 s
delay wode, the prﬁgram records the time 7.88 as the time of firse complet ion
af an setivity that is incldent to node 6. At ¢ime 8.31, the activity from
node & to nede & ig completed. At time 10.16 the activity incident to node

3 i coupleted and node 3 is realized. The activity from node 3 to node 6 is
then scheduled and is completed at time 12.09. ‘his is the third activity that
is realized incident to nude & hence node 6 is vealized. The time from the first
actdvity completion on nede 6 to the time that wode & is realized is the deiay
time. This velue ip 4.21 (12.09 = 7.88) 2ud is one szuple of the delay time
asgociated with node 6. Mexe the activity from mode 6 to node 7 is scheduled.
this activicy s completed at cime 13,78,

Node 7 is & mark nede snd the time 13.73 i idencified with the path of
sctivities following node 7. The gceiviey emanating from node 7 is then com-
pleted at time 21.73 and node 8 iz realized. This value is recorded for node
§ &3 the first time node 8 is realized since the ¢ime between realizations of
weée & 1y desired. From the trace, we see that node 9 is realized next at

tls

]

25. 38 This indicates that the branching operation took the branch from
nede 8 to node 9 for this simulation of the network, Statistics are collected
on tode 2 walch was veallzed ap tlae 25.56. The two activities emanating

from nede 9 are then scheduled, Activity 1, the upper branch is completed
first et time 28,79, This tauses wode 10 t¢ be vealized und the value of
28-792 is vecovded ag a time of realization of node 10. Since node 10 removes
all activities scheduled to be completed that are incident to node 10,
gclivley 2 is halted. Sinece activity 1 has been completed, node 10 is ?e—
slaced by node 13 aceording to the prescribed netwerk wodification.

bBramehing from node 13 is now done. This 48 indicated by the trace

by the atiribuces assoclated with the end of activity event on node 8
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being those from node 13 to node 8. The time between realization
of node 8 Lg <ollccted and the current time used as the last time node 8
wils rvullzéd. Aguln ihe brancﬁing process sélucts.;ﬁv actlvity rruﬁ nqu B
to node 9 and the loop around node 8B is tféversed again. On this second
traversal of the loop activity 1 again was completed before activity 2, and
Fhe branch from node 13 to node 8 is included in the netowrk, On the third
traversal of ghe loop, activity 2 was coﬁpleted before activity 1 and the
branch from node LD to node 8 which involved no time delay is included in
the network. Finally at time 107.56, node B-is reali;ed and the braﬁchihg
process directs that the activity from node 8 to node 11 be compléted. Node
11 is realized at time 112.56. Since node 11 is an_interval'node, a value
is calculated which represents the time to go from node 7 to node 1l. In
this case 1t is 98.78 (112.56 - 13.78). The activity from node llgo node
12 is scheduled and completed at 122.65. At this time node 12 is reaiized.
Since node 12 is the sink node of the network and since it only takes one
realization of the sink node to realize the network, the network is realized.
The value of 122.65 is then recorded as 1 sample of the time to realize node
12 or equivalently the time to realize the‘network. This completes one
simulation run of the ﬁetwork. |

Several comments on the statistics collected on nodes 8, 9, and 10 are
in order, For run 1 .node 8 was'fealized seven times, therefore, six
values were calculated for the time between realizations of node 8. For
node 9, statistics are collected on the time of first realization therefore
only the value 25.56 is recorded as the appropriate sample on run 1 for
‘node_9. For node 10, all realization times are-collected since node 10

is an ALL node. Thus the values 28.79, 43,98, 59.54, 65.39, 81.89 , and
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27.36 are mazuple values regarding the realization of node 10.

In thiz exsaple, all 9 disevibution types were utilized to obtain
samples for (he tiwme regquired to perform an activity. In Figure 8, a
trace of 4 additional simulation runs is presented to indicate both the
variabilicy of the tiwe required to perform an activity and the variability
involved in the wetwork structure due to the brenchilng process and the
netvork modification procedures.

The fiunal GERTS Sumnary report for Exewple i is presented in Figure 9
for 200 slumlstives of the network, The statistics presented for node 12
vepresents the valuns acpeeleted with the completion time of the network.
vees Figure 9) it 45 sesn that made 12 has g probability of one of being
rzelized s empocted. The averags tlibe to reallze node 12 was approximately
53,53 tive weite uith & surndord deviation of appromimately 23.43 time
walts. o eae sluulation the netwsrk was realized in less then 30 time
wl e snd 1n another siwmdlatisn 1w required over 148 time units ko realize
the petwer.. $imes zed: 7% o wily rerlized ouce 1n ecach simulation there
cid ot wdTIivenee velweon gealistlics basud cm Fflrst reéiizatﬂon and all real-
izativaa.  In this siculetion the braneh fr@min@d@ L9 to node.ﬁ was designated
whih 4 eemitor e l; Statisticy ure avtowatizally collscted on the number
of times that branch was taken prior to the vea. zstion of the node on which
tha etatistics ave colleetad. Por aode 12 e ls ozen that cihg average

nuEber of times the brauch frem node 13 to node 8 waes taoken prior teo the

=

recaluation of the network was .004, L. some cases, the branch was never

t

taken and in at least one elouwlatfion the branch was taken 7 times before the

BT was realized.
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Scatistics on node 6 show that the time between the first completion
of an activiéy o node 6 and the time node & is realized required almost 7
time units. For the count statistics listed under node 6, it is seen that
the branch from node 13 to node 8 was never taken prior té the realization
of node 6. This fs as cxpected since that branch follows node 6. Other
items of interest [r&m the {inal GERTS summary report will now be described.
The probahiliey .ssocluied with nodes 9 and 10 renresent the probability that
either of these nodes were realized in any simulcion run, It is seen that
bramnching avound the lowp fyom node 8 ocecurred 4m 56.6 percent of the runs.
‘Evem though otatistics for wnode 10 are collected for all realizations, the
probabllity of reslizing node 10 om & simulation run is the probability of
2veyy vealizing ﬁudg 16, in that simulation run. If it is desired to obtain
trz everage muwber of times node 10 was realized, this can be calculated
frem the number of ohsérvatﬂons divided by the number of simulation runs
(697 divided by 500 for %4 example). The average time of realizing node
Gtz elmulation run iu the sum of all realizatfon times of node 10 divided
by the nusber of times node 10 is reslized. This statistic 1s not an ordinary
one for retwork uodels since it combines the time of fivst realization, second
realization, and so on. Care must be taken whe- using these values,
Histograms for each of the statistics nodes are also przsented in Figure
2. Consider the hisfagram for node 12 where the lower limit of the second"
cell 1s 35 znd the cell width of each cell i{s 2. From the data presented,
1z seen that in 90 of the 500 simulation runs the vealization time for node
12 zud hence the network was less than 35 time unlts. 1In ¢p other simulation
uns the time to complete the network was between 35 and 37 time units. Other
values can be read ditectly from Figure 9. This example demonstrates that a

greac dos of data can be obtained from GERTS IiI.
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Example 2. Anaiyais and Sequencing of Space Experiments*

The performance of experiments In space by a spacccraflt crew arc almost
always severly constrained by time. Many experimenits are usually prnﬁusou*“
by the scientific community and of those proposed a subset must be chosen
for a éiven space mission. The sequéncing of thgse experiments can be an
important factor in determining the number of expgriments that can bé com-
pleted. |

A GERT network of the sequence of experiments will be developed that
permits the gssessment of the time required to perform the'experiments. In
addition, information regarding the number of experiments that can be com-
pleted in a specified period'of.time wili be determined. .By modifying the.
sequehcg Qf experiments (which involves modifying the GERT network) an
analysis can békperformed on proposals for different sequencing procedures.

Tt will be assumed that there are three possible outcomes from the
performahce of an uxperiment:r'l) succesgful completion; 2) failure; and
,3) inconclusive results. If an experiment is successfull§ completed the .
next experiment in the séquence is performed. If a failure océurs, the
experiment is scrubbed and the next éxperiment is then performed. if the
results of an experiment are inconclusive, the experiment is repeated n
times or until a success or fallure occurs. Thelexperiment isrscrubbed if
it is tried n times and the resultg are still inconclusive.

The GERT network for a three e#periment program is shown in Figure 10.
‘Node 2 is the start node and initiates a transfer to node 3. Node 3 represents
the decision point for the first exﬁériment. If the first experiment is
successful, the activity from node 3 to node 4 is.traversed. If the first

experiment faills, then the activity from node 3 to node 19 is taken. Thé

* This example was developed by Mr. J. Ignizio in a seminar on GERT based on
Mr. Ignizio's experience [5].
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sccond experiment is stafted by -transferring from node 19 to nede 4. I[f
the results of the first experiment are Inconclusive, the activity from
node 5 to node 10 is taken. The output of node 10 is DETERMINISTIC; and
both the first experiment is performed again and a signal to node 13 is sent
to indicate that the first exﬁeriméut has been performed once. Thus, for
each experimént we will either tranéfer to node 4 or reach node 13, When
node 13 is realized three times, the activity from node 13 to'node 14 is
traversed. This activity is labeled as activity 1 and causes the network
to be modified by replacing node 3 with node ?. Afﬁer this occurs whén
node 3 is realized, node 7 1s in the network and a transfer to nodé 4 is
caused. ' A similar discussion holds for experiments 2 éﬁd 3. -From the net-
work.it-is seen that nodes 19, 20, and 21 represent the failure of experiments
1, 2, and 3, respectively. Nodes 14, 16 and 18 represent the outcomes. that
incnnciusive resulis were obtained after the maximum number of experiments
could he performed for experiments 1, 2, and 3, respectively. |

Table 1 presents the data for the experiméntal characteristicsrto he
analyzed. 1In Figui« 1. the input for Example 2 ig prescnted.  The 70:7-
IIT echo check for the description ot the network is presented in Figures
12 and 13. Figure 14 presents a summary report describing the results from
the GERTS III simulation of the sequence proposed for the space experiment
program, From the output it is seen that experiment 1 failed 15.75% of the
time and had inconclusive results 3.5% of the time. Therefore, it was success-
ful 81Z of the time. The time to complete experiment 1 is thé time to reach
node 4 of the netwcrk. Figure 14 shows that on the average it took over 46
‘time unifs to reacl node 4 with a standard deviation of over 18 time units.
In some instances it took as little as 24.5 time uﬁits and in others it
took over 114 time units to complete the experiment. The numbef of times

that experiment 1 was completed within given time intervals is presented in
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SPACE FXPS 2 5201970 600 & 40 1267 EX 2 10
2L 1 1 1 1° 1 EX 2 20
2 1L ¢ 0 EX 2 30
3 3 1 e 5 1 & EX 2 &0
4 2 1 1p 25 3 A EX 2 50
5 32 1 1P 37 3 A EX 2 60
& 2 4 n 37 3 A EX 2 70
7 1 1D EX 2 80
# L 1) EX 2 90
9 1 1in EX 2 100
in i 10 EX 2 110
11 1 in EX 2 120
17 i 10 EX 2 130
13 3 n EX 2 140
i 2 n 1 i F EX 2 150
15 A n EX 2 160 -
16 3 0 A5 } EX 2 170
17 70N €% 2 180
s 3 1 0 54 Z ¥ EX 2 190
v 2 1 in H 1 A EX 2 200
u 11 27 2 A Ex 2z 210
202 1 10 4 3 A EX 2 270
2 EX 2 230

ic 5 20 F] EX 2 230
25 2% 1 EX 2 250
is 1 %3] 30 3 EX 2 280
" EX 2 270
T P CX & 280 |
& 3 4.2 2 EX 2 290
3 1010 4 EX 2 300
1 31 4 g €X 2 310
5 4 5 3 3 EX 2 320
4 4 11 4 1 EX 2 330
1 4 20 & 1 EX 2 340
7 5 a6 4 ) EX 2 150
2 12 & EX 2 360
1 TR B N | EX 2 370
i T o4 2 2 EX 2 1380
i B 3 3 EX 2 390
1 9 & & 1 EX 2 400
i 1y 2 1 2 EX 2 410
] ba 13 6 EX 2 420
1 1T 4 2 EX 2 430
i 118 4 g EX 2 440
1 12 5 131 2 EX 2 450
1 12 1v & 1 EX 2 460
i 15 14 & 1 EX 2 470
1 15 ta 4 2 EX 2 &80
1 17 12 ¢ |y 4 EX 2 490
i 19 4 2 2 EX 2 Sg0
1 05 3 2 EX 2 510
1 2 b 4 1 EX 2 520
) EX 2 330
1 3 7 €EX 2 540 |
Z 4 ¢ EX 2 550
5 5.8 EX 2 560
o EX 2 570
Flgura 1t. Input Data for Exsmple 2
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Figure 12, Echo Check for Ezample 2
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GUACTEIVITY PARAMETERSS®

PARARETER PARAMETERS
MIRBER i 2 3 &
1 10. 0000 5.0000 20.0000 2.0000
2 2006000 15.0000 25.0000 1.0000
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Figure 13. Burther Echo Check for Example 2
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Pigure 14. GERTS IIT Sumuary Report for Example 2
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the histogram for node 4. Similar statistical quantities are availahle for
the other nodes of the network.

Another interesting feature that could be incorporated into the network
model for the sequencing of experiments is the changing of the sequence depend-
ing on the results of some of the experiments. This would be accomplished

through the network modiffcation procedures of the GERTS 111 program,

Table 1. Experiment Characteristics

Experiment Probability Probability  Probability Allowable

of of of Numbers
Success Failure Inconclusive of
' Regults Repeats
1 0.6 0.1 0.3 3
0.5 0.1 0.4 k]
.7 0.1 0.2 2
Experiment Mean Minimum Maximum Standard
Time Time Time Deviation
1 16.0 5.0 206.0 Z.0
20.0 15,0 25.0 1.0
3 15.0- 10.0 30.0 - 3.0
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